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   Inspanningsgebonden dyspneu en 
thoracale druk verdacht voor angina 
pectoris bij gering anteroseptale ischemie 
en bij eerdere laagnormale perfusie 
LADgebied met mix-plaque van D1/D2
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Testing the models’ raw knowledge 
(assessing  accuracy of sentence embeddings) 
by evaluating similarity judgements without fine-tuning
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Results Effect of training time

Testing the models’ performance on a medical 
downstream task: classifying four domains of the WHO’s 

International Classification of Functioning, Disability and Health (ICF)[5] 
in hospital notes. Annotated data set taken from the a-proof project [6].

Scores averaged over 8 fine-tuned models per model type. * Wilcoxon Signed Rank Test: p-value of 0.1

 Effect of training time

NB: Both models are RoBERTa-based [2]

Results on sentence level

● Better to train from scratch
● Domain-specific model internalised 

more accurate semantic knowledge
● No big differences with other 

models when fine-tuned
● It is possible to create a 

competitive language model on 
limited computational power

● Domain-specific language models 
need less pre-training time 

[4]

[3]

Research Questions
1.Will a domain specific language model for Dutch 
hospital notes produce more accurate sentence 
embeddings within that domain than general 
language models for Dutch?

1.Will fine-tuning a domain specific language model 
for Dutch hospital notes lead to better performance at 
downstream tasks within that domain than when 
fine-tuning general language models for Dutch?
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